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Uvod

Spole€¢nost amnis Europe AG, regulovana a licencovana platebni instituce pod dohledem
Lichtenstejnského ufadu pro finanéni trh (FMA) se sidlem na adrese Gewerbeweg 15, 9490 Vaduz,
Lichtenstejnsko (dale jen ,amnis”), transparentnim a zodpovédnym zplsobem integruje umélou
inteligenci (Al) a strojové uceni (ML) do svého provozu. Tyto technologie se pouZzivaji k podpore — nikoli
k nahrazeni — lidského rozhodovani, a to v souladu s regula¢nimi povinnostmi a zavazkem spolecnosti
amnis k provozni integrité. Toto prohlaseni vysvétluje, jak se uméla inteligence Al pouZiva v ramci
sluZeb spolecnosti amnis, nastifiuje zasady a kontroly, kterymi se fidi jeji vyuZivani, a znovu potvrzuje,
Ze veskeré Cinnosti zahrnujici pouziti Al i nadale podléhaji lidskému dohledu, fizeni rizik a platnym
pravnim predpisim.
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UCEL A ROZSAH PUSOBNOSTI

Toto prohlaseni presné popisuje, jak spolecnost amnis Europe AG, licencovana platebni
instituce regulovana Lichtenstejnskym ufadem pro financni trh (FMA), vyuZivd umélou
inteligenci (Al) a strojové uceni (ML) ve svych produktech a internich operacich.

Prohlaseni se vztahuje na vsechny sluzby nabizené spole¢nosti amnis, véetné spravy vydajd a
karet, zavazkd a pohledavek, spravy mén a souvisejicich funkci podpory klientd.

Toto prohlaseni doplfiuje rdmcovou smlouvu, ozndmeni o ochrané osobnich udaji (GDPR /
DSG) a obchodni podminky specifické pro dany produkt.

Spolecnost amnis vyuziva umélou inteligenci ke zvySeni efektivity, pfesnosti a spokojenosti
klient( — nikdy neprovadi samostatné platby ani nepfijima rozhodnuti, ktera by mohla zménit
financni situaci klienta bez lidského souhlasu.

2 JAK SE Al POUZiIVA V RAMCI SLUZEB amnis

2.1

2.2

MozZnosti Al jsou integrovany omezenym a kontrolovanym zplsobem, napfiklad pfi téchto
¢innostech:

Podpora klientl — generovani navrh(i odpovédi, shrnuti obsahu baze poznatkd a smérovani
dotazl na lidské pracovniky.

Rozpoznavani dokumentl a uctenek — klasifikace nahranych tGétenek nebo faktur pro
usnadnéni spravy vydaj.

Oznacovani transakci a anomalii — detekce neobvyklych vzorcl aktivity za Géelem podpory
tyma pro dodrzovani predpisli a pro provoz; vsechna upozornéni jsou pred provedenim
jakychkoli opatfeni pfezkoumana opravnénymi pracovniky.

Automatizované shrnuti a tvorba navrhl — vytvareni navrhli popis nebo pfehledd v
reportech a dashboardech jako souhrni pro uZivatele.

Dostupnost funkci se lisi v zavislosti na produktu a sluzbé. Al funguje jako podp(irna funkce v
ramci kontrolovanych proces( a samostatné neschvaluje, neodmita ani neprovadi transakce.
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3 KLICOVE PRINCIPY RiZENi POUZIVANI Al

3.1

3.2

3.3

Transparentnost

Klienti a uZivatelé jsou vzdy informovani, jakmile se dostanou do kontaktu s funkcemi
podporovanymi Al. Spolecnost amnis se vyhyba klamavym rozhranim i rozhranim s ,temnymi
vzory“ a nepouziva je.

Lidsky dohled
Kazdy proces, ktery by mohl ovlivnit financni prostredky klienta, dodrzovani predpisti nebo
regulaéni reporting, zahrnuje povinnou lidskou kontrolu.

Pfesnost a omezeni

Obsah generovany Al miZe byt nelplny nebo nepresny. Vystupy jsou poskytovany ,tak, jak
jsou” a nejedna se o financni, pravni ani regulacni poradenstvi. VSechny dulleZité vysledky jsou
pred jejich pouZitim ovéreny vyskolenymi pracovniky nebo opravnénymi uZivateli.

4 POUZIVANI, PROTOKOLOVANI A UCHOVAVANI DAT

4.1

4.2

4.3

4.4

4.5

Systémy Al zpracovavaji pouze data nezbytnd pro jejich specifickou funkci a fidi se zasadami
zakonnosti, spravedlnosti, minimalizace dat a omezeni ukladani podle ¢lanku 5 GDPR.

K vycviku modell umélé inteligence se nikdy nepouZivaji klientska data, pokud neni vyslovné
pisemné dohodnuto jinak.

Protokolovani — Pro zachovani bezpecnosti a sledovatelnosti (jak je poZzadovano ¢lankem 12
zakona EU o Al) zaznamenava spolec¢nost amnis omezené technické informace o vstupech a
vystupech Al.

Uchovavani — Protokoly se uchovavaji po dobu nejméné 90 dn(, pokud neni delsi doba
vyZzadovana z pravnich divodd, z dlivodu boje proti prani Spinavych penéz nebo z dlivodu
monitorovani.

Protokolovana data se pouZivaji pouze pro interni diagnostiku, zlepSovani sluzeb a dodrzovani
predpisud; nikdy se neprodavaji ani nesdileji a jsou chranéna kontrolou pfistupu v souladu s
bezpecnostnimi pozadavky smérnic GDPR a DORA.
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5 BEZPECNOST A PROVOZNi ODOLNOST

5.1 Sluzby a poskytovatelé Al jsou soucasti ramce rizik IKT poZzadovaného podle zakona o digitalni
provozni odolnosti (DORA).

5.2 amnis:

e sivede registr tfetich stran v oblasti informacnich a komunikacnich technologii (IKT), ktery
zahrnuje poskytovatele Al;

e provadi naleZitou péci na zakladé rizik a smluvni dohled;
e monitoruje vykon a kontinuitu systému;
e pouZiva postupy klasifikace a hlaseni incidentd v souladu s povinnostmi PSD2 a DORA.

5.3 Jakykoli vyznamny incident tykajici se Al, ktery by mohl ovlivnit kvalitu sluzeb nebo operace
klienta, je reSen v souladu se zavedenym rdmcem pro feSeni incidentll a v pfipadé potreby je
hlasen do FMA.

6 RIZENi A REGULACNIi VYROVNANI

6.1  Cinnosti v oblasti Al spadaji pod stejné Fizeni podnikovych rizik a dodrzovani predpisd, které
zahrnuje rizika v oblasti informacnich a komunikacnich technologii a provozni rizika.

6.2  Spolecnost amnis si vede interni registr systému Al, ktery dokumentuje ucel kazdého systému,
jeho vyuzivani dat a dohled nad timto systémem.

6.3  Pravidelné kontroly zajistuji trvalou shodu s:

e PSD2 (smérnice (EU) 2015/2366) — pravidla pro provadéni plateb a odpovédnost;

e DORA (natizeni (EU) 2022/2554) — fizeni rizik v oblasti informacnich a komunikacnich

technologii IKT a rizik tfetich stran;
e GDPR/ DSG - povinnosti v oblasti ochrany osobnich tdajd; a

e zadkon EU o umélé inteligenci (nafizeni (EU) 2024/1689) — transparentnost, vedeni zaznama a
povinnosti lidského dohledu pro poskytovatele.

6.4  Spolecnost amnis v soucasné dobé nepouzivad zadné systémy Al klasifikované jako ,vysoce
rizikové” podle pfilohy 11l zakona EU o umélé inteligenci, ale bude pravidelné prezkoumavat
nové pripady jejiho pouziti a v pfipadé zmény tohoto stavu zavede opatreni k posouzeni
shody.
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7 ZARUKY PRO KLIENTY

7.1 Al autonomné neprovadi ani neschvaluje platby.

7.2 VSechny pokyny klienta i naddle podléhaji vyslovnému potvrzeni uzivatele a stavajicim
kontroldm ovérovani (napt. SCA podle PSD2).

7.3  Spolecnost amnis zlistava plné odpovédna za dodrzovani prislusnych povinnosti pro platebni
sluzby, bez ohledu na pouZziti nastroja Al.

8 NEUSTALE ZLEPSOVANI A PREHLED

8.1 Oblast pouZivani Al se neustale dal vyviji. Spole¢nost amnis posuzuje toto prohlaseni a jeho
podkladové kontroly nejméné jednou ro¢né, nebo dfive, pokud se zméni regulaéni pokyny.
Aktualizace tohoto prohlaseni jsou sdélovany prostfednictvim obvyklych komunikacnich
kanall pro klienty a jsou uvedeny v prislusnych obchodnich podminkach.
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